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Using the Advanced Computing Laboratory's CM-5 computer, scientists at LANL are developing parallel simulation codes to
perform high-resolution modeling of charged particle beams in accelerators. The figure above depicts simulation results that
describe the transport of an intense charged particle beam in a uniform focusing channel. From top to bottom it shows snap-
shots of the initial, intermediate, and final states of the beam; the left column shows the horizontal phase space (x,px), and the
right column shows the beam in real space (x,y). If the beam were properly matched to the transport system, the results would
always look similar to the starting plots, as shown in the top frames. But because of an instability in this type of beam (known as
a Kapchinskij-Vladimirskij or KV distribution), particles break away from the core and form a large-amplitude halo, as shown in
the lower frames. This simulation was developed and run by Robert Ryne of the Accelerator Operations Technology Division
and Salman Habib of the Theoretical Division. For more information, see the article on page 1 in this issue.
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The United States is now involved in efforts aimed at develop-
ing accelerator-driven technologies for transmutation of
radioactive waste, disposal of plutonium, energy production,
and tritium production. These technologies have highly bene-
ficial implications for the nation’s environment, security, and
future energy needs. Similar accelerator technology will also
have a major impact on the U.S. scientific infrastructure
through the development of next-generation spallation neutron
sources for materials science and biological science research. 

All of these projects require accelerators that operate with
extremely low beam loss: at the high-energy end the allowed
loss is less than one billionth of an ampere per meter. It is
now known that a major source of beam loss is the formation
of a very low density halo far from the beam core.
Understanding and predicting beam halo and finding ways to
minimize it will have a significant impact on the above-men-
tioned technologies. In order to reduce cost and technological
risk, and to improve accelerator efficiency, performance, and
reliability, it will be necessary to perform high-resolution
modeling far beyond that which has ever been performed
by the accelerator community.

Using the resources of the Advanced Computing
Laboratory at LANL, we are developing tools that
will enable us to model the dynamics of intense
charged particle beams with unprecedented speed and
accuracy. Previously, most linear accelerators were
designed and optimized using particle simulation
codes that were run with 10,000 to 100,000 particles.
But in the new ultra-low loss regime, predicting the
beam halo with confidence will require simulations
that use on the order of 100 million particles.
Though such simulations would have been impos-
sible in the past, advances in computer hardware
and algorithms are making such high-resolution
simulations feasible.

Through a joint effort of the LANL Accelerator
Operations and Technology Division, the Theoretical
Division, and the Advanced Computing Laboratory, we
are developing accelerator simulation codes for high perfor-
mance computing platforms. The codes provide us with a
means to test and optimize new accelerator designs and test
theoretical models. For example, we have performed multi-
million particle simulations that have confirmed the validity
of a new theoretical model called the particle-core model,
which describes halo evolution in mismatched charged parti-
cle beams. Along with developing particle simulation codes,
we are also studying other approaches to modeling and pre-
dicting beam halo. For example, the large memory available

on massively parallel computers makes it possible to utilize
direct Vlasov-Poisson solvers. We have developed a two-
dimensional Vlasov-Poisson code that was run on the CM-5
with 128 grid points in each of the four phase space dimen-
sions for a total of 268 million grid points. 

Though the main emphasis of this work is accelerator simula-
tion, the tools we are developing are applicable to other areas.
For example, our particle simulation codes have been modi-
fied to study the formation of large-scale structure in the uni-
verse. Also, our direct solver techniques have been applied
not only to the Vlasov-Poisson system but also to quantum
systems described by Schrodinger wave functions, density
matrices, and Wigner distribution functions. Using these
codes we have performed simulations of mesoscopic systems
on the CM-5 in a matter of hours that would have taken
months to run on a workstation.

This work is supported by the U.S. Department of Energy,
Office of Energy Research, through the Division of
Mathematical, Information, and Computational Sciences, and
the Division of High Energy Physics. 

Robert Ryne, ryne@lanl.gov, (505) 667-2839 
Accelerator Operations and Technology Division 

Salman Habib, habib@lanl.gov, (505) 667-5265 
Theoretical Division (T-8)
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High-performance networks can be defined as computer net-
works that support high-performance computing. Before
1988, a high-performance network was thought to be 10
megabit/second Ethernets with the potential for 100
megabit/second FDDI (fiber distributed data interface) on the
horizon. In 1988, Los Alamos started development of an 800
megabit/second network link. The catalyst for this effort was
the requirement for visualization of computer simulations at
resolutions and data rates much higher than the computer net-
works of the late 1980s could support. High-resolution visual-
izations (at least 1000 x 1000 picture elements, or pixels) pro-
vide scientists with more detail and allow them to view con-
secutive frames of a simulation in rapid succession.

Now, in 1996, the requirement for high-performance net-
works is being driven from a new source: supercomputers
based on symmetric multiprocessor (SMP) computing sys-
tems. These new systems have a much larger networking
component than traditional supercomputers. Also, with the
new SMP systems come new applications that depend on the
SMP and its interconnecting network to provide the high per-
formance environment needed to run these applications.
Today, networks running at nearly one gigabit/second are
considered legacy high-performance networks that can’t meet
these new requirements, so the push is on to develop multigi-
gabit networks that will.

Setting The Stage For
Gigabit Network
Research: The High
Performance Parallel
Interface (HIPPI) 
In 1987, network
researchers in the
Network Engineering
Group (CIC-5) began
developing HIPPI,
which is a computer
interface that operates at
800 megabits/second,
the rate needed to sup-
port high-resolution
visualization. In addi-
tion, it was recognized
that such a link could
also be used to shorten
the time to transfer data
between computers and
between a computer and

an archival storage system. As larger and faster supercomput-
ers were being deployed at Los Alamos, application programs
required larger amounts of data. Today, some applications
require access to gigabytes of data that are stored elsewhere
on the network. Lowering the time to transfer this data by a
factor of 10 would significantly improve the time the applica-
tion needs to complete its task.

One of the main goals for HIPPI was to make it a national stan-
dard so that Los Alamos engineers would not have to design a
special interface for each new supercomputer the Laboratory
procured. This effort was successful in 1991 when HIPPI
became an American National Standard Institute (ANSI) stan-
dard. HIPPI is now the gigabit/second standard of choice for
most supercomputers and high-end workstations. It is available
on computers from Cray, IBM, Thinking Machines, Intel, SGI,
Hewlett-Packard, Sun, and many other computer vendors.

Los Alamos researchers then developed a network based on
HIPPI that used crosspoint (crossbar) switches to increase the
aggregate bandwidth of the overall network. It is possible to
interconnect several HIPPI crossbar switches into a multiple
crossbar network. In addition, gateways to existing legacy net-
works, such as Ethernet and FDDI, are now available. Figure
1 shows such a crossbar network.
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Figure 1. The HIPPI Network
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The HIPPI network at Los Alamos is much larger than the
one shown in Figure 1. The current network now has six
crossbar switches interconnecting supercomputers in the
Advanced Computing Laboratory (ACL), the Central
Computing Facility, and the Laboratory Data
Communications Center. Much of the HIPPI network is now
in production status. CIC-5 has worked with personnel from
the Computing Group (CIC-7) and the Storage Group (CIC-
11) to migrate Central File System (CFS) data links to the
supercomputers from the existing FDDI backbone to a HIPPI
backbone. This migration occurred in the secure partition first
(February 1996) because the demand for large data transfers
between CFS and the supercomputers is higher than in the
open partition.

CASA Gigabit Testbed
The Laboratory’s success with HIPPI in 1988-90 brought an
offer to participate in the CASA Gigabit Testbed (one of five
such testbeds). This effort was started in 1991 and was jointly
funded by the Advanced Research Project Agency and the
National Science Foundation. The CASA Testbed developers
took the Los Alamos HIPPI network design and extended it
to each of the four CASA sites: Los Alamos, San Diego
Supercomputing Center (SDSC), Caltech, and Jet Propulsion
Laboratory (JPL).

The main challenge for Los Alamos was to develop a tech-
nique to interconnect the HIPPI crossbar networks at each
site at the full 800 megabit/second data rate. Toward this end,
the telephone carriers have been installing, between the sites,
high-capacity lines based on another standard called syn-
chronous optical network (SONET). Los Alamos engineers
developed the HIPPI/SONET Gateway to provide an
interface between HIPPI and SONET. This unit was
deployed into the testbed in 1994, and the link
between Los Alamos and SDSC became operational in
July 1994. The HIPPI/SONET Gateway won a nation-
al 1995 R&D 100 Award for being one of the top 100
technological innovations of the year. Figure 2 shows
the location of the CASA Testbed and the telecom-
munication carriers who donated the SONET links.

The CASA Testbed effort ended in 1995. While it
was operational, several benchmark tests were done
on the long distance portions of the network. CASA
has the longest links of all five gigabit testbeds; thus, it
has the largest amount of data being carried on the links
and, as a result, the greatest latency. This gave CASA
some special characteristics that are useful for network
research. In December 1994, testing was done over the link
with the TCP/IP protocol suite that is used in the Internet.

Although protocols over networks ensure data-transfer integri-
ty, they also lower the effective data rate. However, even with
this effect, the data transfer rate achieved for TCP/IP over
CASA between San Diego and Los Alamos was a record set-
ting 550 megabits/second.

Other Gigabit Efforts
Figure 1 also shows a connection to an asynchronous transfer
mode (ATM) testbed. ATM is a new networking technology
being promoted by the telecommunications industry. ATM
has the attractive feature of supporting voice, video, and data
rates at very high speeds, with a basic data-transfer rate of
155 megabits/second. What makes ATM unique is the use of
small 53-byte cells to transfer all information. ATM also
scales up into gigabit/second data rates when coupled with
SONET as its physical transfer mechanism. Although ATM
offers several attractive features, it is not clear whether this
technology is suitable for supercomputer applications. 

Los Alamos has set up an ATM testbed to evaluate ATM net-
works and had a cooperative research and development agree-
ment (CRADA) with Digital Equipment Corporation in 1995
to develop an ATM frame buffer for visualization over ATM
networks. Los Alamos engineers developed this frame buffer
using eight clustered workstations, each sending one-eighth of
a high-resolution image (1,000 x 2,000 pixels). The aggregate
rate for transferring data from all eight workstations to the
frame buffer is about 1.4 gigabits/second. The successful
operation of this system paves the way for using clustered
workstations for other such data transfer applications at Los
Alamos and other DOE laboratories. 

In another project within the Advanced
Networking Project Office, researchers are

investigating all optical networks using
wave division multiplexing.
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This effort was started as part of a CRADA with IBM to
upgrade an IBM-developed optical network to run at
gigabit/second rates. HIPPI was used as the link between
computers and this network because it was the only
gigabit/second standard available at the time (1992). What
makes such networks attractive is that they allow more of the
inherent bandwidth to be used in each fiber-optic cable, and
they eliminate the need to use an expensive and potentially
unreliable (compared to pure optics) electrical switch in the
middle. The passive optical switch used in the network is an
inexpensive optical coupler that sends all wavelengths to each
destination. The filter at each end node then picks out the
wavelength intended for that node.

Now that this CRADA is finished, additional work is in
progress to lower the latency of optical filter switching to
achieve an efficient packet-switched optical network. Current
filters switch in several milliseconds. The goal is to get this
down to several microseconds to more efficiently support
gigabit transfer rates. Interest in this technology is growing as
the requirements on bandwidth go beyond the 10 gigabit/sec-
ond barrier. Optical networks may be the only way to achieve
data rates above this level.

Development of Next-Generation Networks
Gigabit networks have now become a mature technology,
with HIPPI being deployed at most supercomputer centers
around the world. The Advanced Networking Project in CIC
Division is now establishing direction for the next generation
of high-performance networks. The requirement for data rates
approaching 10 gigabits/second is growing out of the
Accelerated Strategic Computing Initiative (ASCI) and appli-
cation requirements for the Laboratory’s High Performance
Computing Research Center (HPCRC), which is part of the
ACL. Because both programs have identified SMP computing
systems as their future core compute resources, the network
demands for such systems has given rise to our effort to
develop the next generation of HIPPI networks. 

These networks have both a bandwidth requirement and a
latency requirement. The bandwidth must be
multigigabits/second and the latency must be in the few
microsecond region. The latency issue is the most difficult to
deal with because it depends on other constraints besides the
physical network. Such things as protocol processing, operat-
ing system interaction, and retransmission of erroneous data
severely impact latency. Therefore, the approach being taken
is to develop a network that deals with some of these issues
directly at the physical layer of the network. The result is
evolving to a new version of HIPPI called HIPPI-6400.
Features of HIPPI-6400 include the following: 

• 6.4 gigabits/second bandwidth,

• Automatic retransmission of erroneous packets, 

• Fixed size micro-packet (32 bytes) transfer unit, 

• Virtual channels to avoid congestion (and improve latency), 
and 

• Credit based flow control to prevent buffer overflow. 

Los Alamos network developers are currently leading the
effort to standardize HIPPI-6400 through the American
National Standards Institute (ANSI). They are also building
network components and testers in collaboration with compa-
nies which will provide the necessary network infrastructure
to support this new high-performance multigigabit network. 

Stephen Tenbrink, sct@lanl.gov, (505) 667-4935 
Network Engineering Group (CIC-5)
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If you use e-mail for your work at the Lab, you have proba-
bly struggled with a common problem: How much of the vol-
ume of messages is really worth saving? In your specific area
of work, you may have a good sense of how much, as well as
for how long they should be kept. However, in many areas of
LANL activity, the significance of e-mail as a crucial part of
the record that needs to be preserved is many times over-
looked by its authors.

In addition, e-mail is coming under stricter regulations.
Effective October 1, 1997, all federal agencies and their con-
tractors are required by law to have a system in place to cap-
ture E-mail Record Material. Here are the main driving forces
behind this new concern:

• Increased usage of e-mail within LANL and the DOE 
Complex to communicate and document decisions, and the 
accompanying fear that significant Department records are 
not being preserved because they exist only in electronic form.

• Recent legal decisions, new law, and DOE guidance.

Increased Usage. The key concern behind increased usage
and fear of loss is just good business practice. Increasingly,
the record of decisions that affect the operation, safety, or
business aspects of LANL take place only on electronic
media, and the proper filing and retention of e-mail, much
less hard copies, is not always a given.

Legal. The conclusion of a major federal court case was that
government agencies must retain certain electronic documents
as records. In the 1993 Armstrong vs. Executive Office of
President (a follow-on to the noted Ollie North electronic mail
case), the court also ruled that agencies must retain Header and
Recipient information (e.g., what did they know and when did
they know it), and that users must be trained in the require-
ments for handling electronic records. The resultant DOE man-
dates also apply to other electronic processes (such as STU-III
secure teletypes), but e-mail carries the most information at this
time and is the most prevalent medium involved.

The Information and Records Management Group (CIC-10),
along with other CIC partners, is evaluating different techni-
cal implementations that identify e-mail when it is of
“record” quality. In the long-term, when commercial software
becomes available, an inference engine will automatically
identify an e-mail message as a record (if applicable), its
record type, its retention, and then index the record copy.
This type of technology would be integrated with the current
efforts in developing an institutional records management
process and system.

What E-mail is a Record?
Certainly not all e-mail is of record quality, according to Tom
Reding, Deputy Group Leader for CIC-10. The significance
usually lies in those messages that provide documentary evi-
dence of the business operations of the organization or that
have permanent historical value. Reding’s organization
includes the Lab Archivist and Historian who is available to
help establish criteria for historical value.

Examples of record-quality types of e-mail include:

• All e-mail to or from members of the Laboratory Leadership
Council;

• E-mail generating or exchanging LANL financial, 
contractual, or resource commitments;

• E-mail that contains legal information or that deals with 
requests through Freedom of Information Act, California 
Public Records Act, California Information Practices Act, or
other litigation;

• E-mail that relates to Environmental, Health, or Safety 
issues or that responds to DOE directives;

• E-mail to or from Congressmen, Senators, or DOE 
Managers; and

• E-mail about security infractions, audits, appraisals, surveys,
inventories, foreign trip reports, action plans, or proposals.

These e-mail guidelines are identical to the ones CIC-10 has
already developed for traditional “hard copy” paper corre-
spondence managed by the Correspondence Management
Team, also operated by CIC-10. Even if there is a hard copy
of an electronic memo or attachments, e-mail transmission
and recipient information is a key legal issue. Reding’s group
also specializes in classified correspondence control, and spe-
cial consideration will be given to that category of e-mail, he
added.

Meeting the October 1, 1997, deadline is critical for LANL to
demonstrate its commitment to the Administration, Secretary
O’Leary’s Openness Initiative, and integrity in records man-
agement, Reding emphasized.

For further information, call the CIC-10 Group Office at 
7-5330 or send e-mail to treding@lanl.gov.

Bill England, bengland@lanl.gov, (505) 665-0208
Communications Arts and Services (CIC-1)
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The Los Alamos Research Library (CIC-14) would like to
introduce a new literature searching program called Weekly
Alerting Service, which is one of the options available via
SciSearch at LANL. Weekly Alerting Service allows
researchers to design their own search strategy and then auto-
matically receive notification of newly published material rel-
ative to their own area of expertise or interest. Access to
Weekly Alerting Service is available via SciSearch at LANL,
an electronic index covering thousands of science and tech-
nology journals. To enter SciSearch at LANL, point your
Web browser at 

http://bighorn.lanl.gov:4001

Before using the Weekly Alerting
Service, we recommend that you test
your search criteria in the SciSearch
at LANL database as either a
General Search or a Cited Search.
This will allow you to look at the
search results and then determine
whether you need to broaden or nar-
row your search criteria.

To use Weekly Alerting Service, you
must first register and login. From
the Web page cited above, select
“Alerts” to access the main Weekly
Alerting Service Web page. Now
select “Register” and then enter your
name, Z-number, a password of your
choosing, and your e-mail address.
After registering, select the “login”
option and enter your name and
password. Now you’re ready to input
the criteria for your automatic litera-
ture search. 

Weekly Altering Service provides
two types of literature searches:
General and Cited. The general
search provides a listing of recent
article titles based on the criteria you
provide, i.e., author, keyword, or
journal (see Figure 1). The cited
search allows you to enter an
author’s name, Albert Einstein for
instance, and then receive a listing of
recent articles that have cited articles

written by your chosen author, in this case articles by Albert
Einstein (see Figure 2). Once you have entered the criteria for
your search, Weekly Alerting Service will automatically con-
duct your literature search and notify you of the results on a
weekly basis. 

Notification of search results is accomplished by one of three
possible options: Notification only, Citations, or Citations and
Abstracts (see Figures 1 and 2). If you select Notification
only, you will receive an e-mail indicating the number of
“hits” turned up by the search. Then you can login to
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SciSearch (http://bighorn.lanl.gov:4001) and see exactly what
articles were found. This option allows you to take advantage
of hyperlinks and other features provided by SciSearch. If
you select the Citations option of receiving notification, you
will receive an e-mail containing the actual titles of articles
turned up by the search. Selecting Citations and Abstracts
provides article titles and, when available, abstracts.

CIC-14 also offers a free class called SciSearch Alerting
Service. This class provides basic instruction and an overview
of the many additional features that were not covered in this

article. The class will be offered November 7 at 1:30 p.m. in
the Research Library. For more information about the class
contact the Research Desk at 7-5809 or library@lanl.gov. For
general questions about Weekly Alerting Service, call the
Research Library at 667-5809 or send e-mail to
library@lanl.gov.

Frances Knudson, fknudson@lanl.gov, (505) 667-3031
Librarian / Research Library (CIC-14) 

7

F E A T U R E  A R T I C L E S

Figure 2. Cited SciSearch Window



B I T S :  C O M P U T I N G  &  C O M M U N I C A T I O N S  N E W S  •  N O V E M B E R  1 9 9 6

Effective December 1, 1996, services on machine Beta will
no longer be available. Because Beta was used for a variety
of functions, the Beta team did not want to just “pull the
plug” without providing suitable alternatives and offering
assistance during this transition period. 

In August 1996, the ICN administrators surveyed all Beta
users and asked them about their dependency on Beta. There
were 104 individual responses (about 10% of the total number
of Beta users). The majority indicated that they never or sel-
dom log-on to the machine. Those who logged on daily over-
whelmingly indicated that they did so only for e-mail. The
survey also indicated that e-mail was the number one overall
use for the machine. To respond to the need for an alternative
e-mail service and other needs revealed by the survey, the
Beta support team came up with the following eleven Beta
functions and some viable alternatives.

1. E-mail. If you use Beta for UNIX mail, you will need to
set up UNIX mail on your individual network or UNIX work-
station. PINE and mailx (use mailx if you used to use mail) is
also available on all of the CIC e-mail (POP) servers. Your
local system administrator can help you with that. If you use
POP e-mail( i.e., Eudora) on Beta, CIC maintains three POP
e-mail servers. These machines allow the use of POP clients
(for example, Eudora) from anywhere, including TCP/IP con-
nections and dialup. CIC’s POP clients are cheaper for the
paying customer. A Beta account costs $45.00 a month while
a POP account only runs $15 a month. POP saves each cus-
tomer $360 a year! You can register for a POP account by tel-
neting to register.lanl.gov or by contacting the Customer
Service Center at (505) 665-4444 option 1 or
cichelp@lanl.gov.

2. Internet access. Users were first telneting to Beta and then
telneting to the rest of the world. There is no need to do this.
If you can get to Beta, you can get to the entire Internet. This
is safer now with the use of a Smart Card for remote log-on.
To get out of the administrative partition and into the open
Internet, you will first need to telnet to adgate.lanl.gov. From
there you can telnet through the fire wall.

3. File Storage. Some users indicated that they were storing
files either short term or long term on Beta. The Cluster or
UNICOS machines will store large files for 24 hours in
/usr/tmp. The CFS is available for long term storage.

4. Usenet News. There is a plethora of usenet clients for all
machines. Netscape 2+, a LANL IA standard, also functions
as a news reader. Netscape is available for Cluster Users.

Terminal Emulating users can run PINE on the CIC POP
servers to read news. Alternatively, trn is on the Open Cluster.

5. Programming. Some users wrote and maintained C and
Fortran codes on Beta. The exact same compilers are avail-
able on the Open Cluster.

6. File Transfer. Some users indicated that they used Beta to
ftp files around the Internet. FTP is available for all platforms
and is standard on the Cluster and UNICOS. To get out of the
administrative partition and into the Open Internet, you will
first need to ftp to adgate.lanl.gov. From there you can ftp
through the fire wall. Some GUI ftp clients (like the one pro-
vided with Windows 3.1) will not work properly through
adgate. The Macintosh product, Fetch, will work through
adgate if you issue ftp commands from the pull-down menus.
In addition, kermit is available on the Open Cluster and the
mail servers. 

7. TeX/LaTeX. These utilities have been installed on the
Cluster. See the BITS article titled “TeX on the Cluster” in
this issue for more information.

8. PAGES. Some users indicated that they submitted jobs to
PAGES from Beta. PAGES access is available from many
platforms and can be mounted on individual machines.  The
Cluster and UNICOS machines have PAGES access as a stan-
dard.

9. Lynx. All lynx users can telnet to www.lanl.gov 1664.
Note that the port is 1664. After log-on, select option 3. lynx
v 2.3A. 

10. FRED. The FRED editor is standard on UNICOS and the
Cluster.

11. tar. The ability to tar files for long time storage is avail-
able on all UNIX machines including UNICOS and the
Cluster.

If you still need assistance with the transition from Beta,
please contact the ICN Consulting Office at 667-5746 or con-
sult@lanl.gov.

Dale Hugo Leschnitzer, consult@lanl.gov, (505) 667-5746
Customer Service Group (CIC-6) / ICN Consulting Office
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The PAGES Team will remove the ILFORD digital photo
imaging printer from service on Friday, November 22, 1996,
at 10:00 a.m. This device is being removed from service
because the vendor has gone out of business and will no
longer provide a source of replacement parts for the device.

In anticipation of its removal, the PAGES Team has already
introduced the FUJI Pictography 3000 printer on a “friendly
user” basis. These friendly users, many of whom are our tradi-
tional ILFORD customers, are more than satisfied with the
quality of the output coming off of the FUJI. To run a job on
the FUJI, customers will not have to do anything different
than they are already doing. Simply
continue to use the sheet photo or trans
photo options in the PPAGES of
PSPAGES shipping utilities. 

The FUJI service is already available
in the Open partition, and it will be
available in the Secure partition 
by November 22. 

Users who submit sheet photo or trans photo jobs in the
Secure partition before November 22 will receive output from
the ILFORD device. On November 22, the operations staff
will simply begin running the jobs (sheet photo or trans
photo) to the FUJI device.

The FUJI device is very similar to a dye-sublimation type
device. It offers a near-photographic type of imaging. The
Fuji is a step up from the current sheet/trans color (QMS wax-
transfer type) system in that it provides a higher quality image
(400 dpi versus 300 dpi) and a larger image area (7.9” X
10.5” versus 7.9” X 8.75”).

If you have any questions regarding this change in services,
please contact the PAGES operator at 667-2905 or me 

personally at the number listed below.

Reuben Roybal, rrr@lanl.gov
(505) 665-2074 
Media Group (CIC-17) 
PAGES Team Leader 
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Imagine a library. A big one. Ten or fifteen city blocks in area,
and about as many floors. Go through the library, pull all the
books from the shelves, and mix them all together on the floor.
To that mix, add a bunch of diary entries, postcards, photo
albums, loose ramblings, and whatever else you can think of.

Then stand back, look at it—that massive collection of infor-
mation about anything you might want and plenty that you
don’t—and try, just try, to find the piece of information you
want. 

Sometimes (too often) that still seems to be the state of the
Web. I’ve heard it compared to libraries before the Dewey
Decimal System: plenty of information, but no clear path for
finding what you’re looking for. (This is, I think, the root
source of the complaint that browsing is a non-productive
activity—which is, of course, an assessment I disagree with.)

On the positive side, the quality of indexing mechanisms con-
tinues to improve as their number grows. In addition to some
excellent work done here at the Laboratory (see, for example,
the INDEX project), industry solutions have advanced from
site-level cataloguing (e.g., Yahoo) to increasingly sophisti-
cated page-level indexes (e.g., AltaVista or HotBot, each of
which boasts more than 40 million pages indexed). 

Although these and rival tools still have plenty of room for
improvement (frequency of updates comes immediately to
mind), they already offer Web administrators some valuable
tools for helping others find what they’re looking for within
our Web space, for drawing more attention to our Web space,
and for maintaining the Web space itself.

This article addresses some of the practical ways we can
make use of the indexing tools to improve our Web space. It
won’t address query syntax or evaluate “which tool is better,”
but it will focus on ways to leverage the work done by others
to let the tools work for us. 

Ready or Not, You’re Getting Indexed
Modern indexing tools use software “robots” that automati-
cally go out, search the Web, and report their results to a cen-
tral index. (If you monitor your access logs, most of these
robots are easily recognized as machine names that run up a
large number of hits with only a few seconds between each
hit—not enough time for a real person to actually read the
pages.) Unless you have specifically excluded these robots,
any publicly accessible Web space you’ve constructed has
probably already been indexed. If the Web space wasn’t yet
ready, the results are likely to be somewhat less flattering
than you might hope. 

For example, an AltaVista search of the Information
Architecture project’s Web space turns up, among other
things, the following entry for one of our standards:

It’s easy for me to recognize that all the garble in the descrip-
tion is the old navigation bar we were using back in March
1996—but it’s not very helpful to anybody else who might be
looking for information about the transfer of spatial data
(which is what the standard addresses).

For comparison, here’s the result for a more recently adopted
standard: 

In this case, I was ready for the robot when it came and pro-
vided it with the information it needed to make a meaningful
description of the material.

Another point illustrated by Figure 1 is that the indexes do not,
yet, get updated as frequently as we might like. The SDTS stan-
dard document has been updated for months now so that it will
yield better results if the robot ever comes back. As of this writ-
ing, though, it’s still the seven month-old entry that’s in the index. 

Note: Many robots, including AltaVista and HotBot, advertise
a “Submit URL” feature that is supposed to get a document
more rapidly indexed. While this can be useful for new pages,
I have not found it useful for getting old entries updated. It
seems we just need to wait for the robots to evolve further
before updates will happen more frequently.
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Getting a Web Site Indexed

IA-6101: GIS Data Transfer—SDTS
IA Home | Laboratory Home | Introduction | What’s New |  
IA Glossary
Standards | RFCs* | Teams* | Areas* | IA Library |  
Navigational Aids. 
Strategic...

http://www.lanl.gov/projects/ia/stds/ia610110.html - size 

Figure 1. Outdated IA Web Space as Seen by AltaVista

IA-6402: Guidelines for HyperText Links from Laboratory   
WWW 
Guidelines for links to commercial, non-profit, government, 
and Laboratory-community sites.
http://www.lanl.gov/projects/ia/stds/ia640212.html - size 
10K - 23 Sep 96 

Figure 2. Updated IA Web Space as Seen by AltaVista
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Document Title, Description, Keywords
Most robots look in an HTML document’s <HEAD> section
to determine what the document’s title is, and then read
through the <BODY> section to look for keywords and a rea-
sonable-seeming description. What seems reasonable to a
robot, of course, is not necessarily meaningful to anyone else.

To help improve these results, a growing trend among index-
ing tools is to have the robot look into the <HEAD> section
for additional instructions the author may have provided.
These instructions are marked in <META> tags, part of the
Internet Engineering Task Force (IETF) HTML 2.0 specifica-
tion, which enable authors to specify a “NAME” and “CON-
TENT” for a variable. The variable is placed inside the tag,
so there is no ending tag. (The tags can also be used to speci-
fy HTTP equivalents, but that use isn’t applicable here.)

The three <META> variables that are gaining the widest
acceptance for indexing robots are “DESCRIPTION”, which
provides a brief description of the document; “KEY-
WORDS”, which lists words that should be given a higher
weight in searches; and “ROBOTS”, which can contain
access permissions. Not all robots read all the variables, but
their numbers are growing.

For the example in Figure 2, the document <HEAD> is con-
structed as follows (like all HTML markup, the capitalized
words in the example can be in either upper or lower case):

<HEAD>
<BASE HREF=“http://www.lanl.gov/projects/ia/stds/
ia640212.html”>   
<TITLE>IA-6402: Guidelines for HyperText Links from
Laboratory WWW  
</TITLE>
<META NAME=“DESCRIPTION” CONTENT= 
“Guidelines for links to commercial, non-profit, gover
ment, and Laboratory-community sites.”> 
<META NAME=“KEYWORDS” CONTENT=“WWW,
World Wide Web, HTML, link, linking, WWW authors and
publishers”>
<META NAME=“ROBOTS” CONTENT=“ALL”>
</HEAD>

When a robot such as HotBot reads the above <HEAD> sec-
tion, it 

• Ignores the <BASE> tag (which is described in the October 
1996 BITS article, “Mariachis Weave Beethoven? More 
Tips and Tricks”); 

• Reads <TITLE> for the title of the document (the first line 
in the search result);

• Reads the <META> “DESCRIPTION” variable for the doc-
ument’s description (the second line in the search result); 

• Reads the <META> “KEYWORDS” variable for words that
should be given a higher weight in searches (which doesn’t 
appear in the search result); and

• Reads the <META> “ROBOTS” variable to determine 
whether to index the document (“ALL” means yes, which is
what the robot does if the variable doesn’t appear; 
“NOINDEX” means no, which will stop compliant robots 
from adding the page to their index). 

The result is shown in Figure 2, which shows the title and
description as I specified them (as opposed to the example in
Figure 1, where the first words in the document <BODY>
were used as the garbled description).

Note: Keep descriptions brief. Indexes will generally only use
the first 150 or so characters; anything longer gets truncated. 

Controlling What Gets Indexed
Although getting our information indexed makes it more acces-
sible to others, there are a number of reasons why we might
want certain areas to not be indexed. Some areas might contain
out of date archives, others might contain temporary working
drafts, some might be intended for a limited audience only, etc. 

The <META> “ROBOTS” variable described above is the
most convenient and flexible, but also the weakest, way to
control what the robots index. It offers file-level control over
access, but as of this writing, only a handful of robots read it;
most still ignore it. 

A stronger mechanism is a robots.txt file, as described in “A
Standard for Robot Exclusion”
(http://info.webcrawler.com/mak/projects/robots/robots.html).
This file is placed in your Web site’s root directory (the Web
root, not the operating system root) and lists the directories
you don’t want robots reading:

User-agent: *
Disallow: /path-1/
Disallow: /path-2/

In the first line of the example above, the asterisk means “all
robots.” You can also list specific robots here if there are only
certain ones you want to block.
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In the “Disallow” lines, compliant robots will not enter any of
the directories listed, or any of their subdirectories. If you’d
like to reopen the directories to a specific robot without let-
ting any others in, then start by disallowing “*” and then add
a section like the following:

User-agent: approved-robot-name
Disallow:

When nothing is disallowed, then everything is open. This
approach can also be used to close different directories to dif-
ferent robots. 

The robots.txt file is obeyed by more robots than the
<META> “ROBOTS” variable, but again, adherence is vol-
untary and not all robots understand it. (A further potential
drawback is that you need permission to the Web root direc-
tory to be able to edit the file. If you’re not the system admin-
istrator, you’ll need to coordinate any updates with him/her.)

A stronger mechanism, which robots have to obey, is to use
the server access configuration files (“access.conf” or “.htac-
cess” by default under NCSA HTTPd). For example, in the
<Limit> section of the access control file, the following lines
would allow everyone *except* “robot.name” to retrieve files
from the corresponding directory: 

<Limit GET PUT POST>
allow from all
deny from robot.name
</Limit>

The “deny” line could be repeated for any robots you wish, and
those robots would be unable to index anything in that area.

The strength of this approach is that it definitely stops the
specified robots. There are, however, several drawbacks: it
only stops robots you’ve identified, it doesn’t differentiate
between files in the same directory, sometimes robots come
from machines that are shared by others who you do want to
allow in (proxies, etc.), and it makes the access control files
more complicated to maintain. 

Other, stronger ways to limit access include password protect-
ing a directory, removing read permission from files at the
operating system level, and deleting the files altogether. All
of these mechanisms work, but they all affect other users in
addition to the robots.

Using Indexes to Improve Web Maintenance 
All of the above discussion can be thought of as ways to help
the indexing robots do their job better. In addition, however,
there are ways we can use the robots to help us do our jobs. 

One technique I’ve found useful is to check the indexes for
everything they’ve found in one of my Web spaces. (In
AltaVista, for example, search for “URL:your-url/”, or, if you
want everything on your machine, “host:your.machine.name”.)
This can reveal out of date files that need to be updated or
removed; permissions breaches that need to be repaired (i.e.,
files that others aren’t supposed to be able to see); and other
general housekeeping that needs to be done. 

Another technique is to search for sites that have linked to our
Web space. (Again in AltaVista, search for “link:your-url”.)
Seeing how others see us is one way of measuring our effec-
tiveness, plus this gives us the chance to notify others if their
links are out of date. (Helping others keep their links up to
date is more than just a courtesy; our own Web space is more
effective if people following the links of others arrive at an
up-to-date place.)

There are certainly other ways to leverage the work already
done by the indexing robots (building a front-end tailored to our
own Web site comes to mind, such as the AltaVista and other
search engines that can be found under the “Search” option on
the Laboratory home page, http://www.lanl.gov/searches/search-
es.html). The examples given above are simply those that I have
personally found useful. 

For More Information
More information about the search engines mentioned above
is available at the following URLs:

• INDEX/Explorer: http://iosun.lanl.gov:2001/explorer.html 
(restricted to Laboratory machines)

• Yahoo: http://www.yahoo.com/
• AltaVista: http://altavista.digital.com/ 
• HotBot: http://www.hotbot.com/

Again, the list is only intended to be representative. More
complete lists can be found at

• http://www.lanl.gov/Internal/finding-info.html 
• http://home.mcom.com/home/internet-search.html 
• http://www.yahoo.com/Computers_and_Internet/Internet/ 

World_Wide_Web/Searching_the_Web/Search_Engines/ 

For more information about the Information Architecture
Project, please visit our home page at http://www.lanl.gov/pro-
jects/ia/ (or look under “What’s New” from the Laboratory
home page). For a summary of the project’s WWW-related
guidance, please select the “Web” button from our masthead.
If you would like printed or e-mail copies of any of the IA
materials, please contact Tad Lane at the address given below. 

Tad Lane, tad@lanl.gov, (505) 667-0886
Information Architecture Standards Editor 
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With the demise of machine Beta close at hand, we have
installed the TeX typesetting utility on the IBM Cluster of
RS6000 machines. The Cluster has 10 nodes, ibm-01 through
ibm-10. These nodes share the same disk space, so your home
directory will be available on any node you choose to log into.

To get an account on the Cluster, follow the instructions below: 

1. Telnet to the register.lanl.gov machine, 

2. Sign in with your ICN user number, 

3. Select option 1 to get CIC service registration, 

4. Supply your ICN password or passcode, 

5. Select option 2 for the ICN Compute Servers, and

6. Select 2 for AIX (ibm-cluster). 

Contact the ICN Consulting
Office at consult@lanl.gov or
667-5746 if you have any trou-
ble registering for the Cluster. 

TeX Version 3.14159 (C ver-
sion 6.1) and LaTeX2e
<1996/06/01> are the current
versions on the Cluster.
Fonts are generated as
needed, so you may see
extra messages from
MakeTeXPK while it cre-
ates fonts for you.

The xdvi previewer is
available if your work-
station allows X window
connections. xdvi allows
you to preview your
TeX output (with
included PostScript
files) on your work-
station monitor. 

The LANL letter and memo macros
do not port to LaTeX2e. Bob Macfarlane
in T-2 wrote similar LaTeX2e class macros
and has allowed us to install them on the
Cluster. If you use the letter or memo style files, be aware
that they are incompatible with the former versions due to the

commands \to, \from, and \symbol already being used. These
commands have been replaced with \towhom, \fromwhom,
and \referto, respectively. Template files are available on the
Cluster in the /usr/local/teTeX/texmf/tex/latex/local directory
and are called memotest.tex and lettest.tex. 

The dvips utility is different. It will send the output to
PAGES by default. If that is okay with you, just enter the
dvips filename and let it run. If you want a PostScript file you
can print locally, or if you want to use special ppages options,
use the following: 

dvips -o filename.ps filename

This will process the file filename.dvi and leave filename.ps
in your directory.

Man pages are available for most of the TeX related pro-
grams. 

If you have questions about TeX or its related pro-
grams, please send e-mail to consult@lanl.gov.

David Kratzer, consult@lanl.gov,
(505) 667-5746

ICN Consulting Office
Customer Service

Group (CIC-6)
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The IBM XL High Performance Fortran (HPF) for AIX (here-
after referred to as XL HPF) has been installed on the LANL
Open Cluster and is ready for use. XL HPF is a compiler
based on the HPF language specification. This specification
provides a standardized set of extensions for Fortran 90 (F90)
and Fortran directives that improve the performance of pro-
grams on parallel computer systems.

XL HPF provides programmers with a set of AIX-based
tools, integrated with the AIX Common Desktop
Environment (CDE), for the development of parallel applica-
tions running on AIX under RS/6000 SP systems and clusters
of RISC System/6000 systems. 

XL HPF is a native, highly optimized compiler that imple-
ments subset HPF features (with a few exceptions) and addi-
tional HPF features outside subset HPF. It supports F90 and
F77 compilation and provides source code compatibility of
existing F90 and F77 programs written with XLF for AIX.

XL HPF generates optimized executable objects with special
focus on interprocessor communication and code optimiza-
tion. It utilizes the following parallelization and optimization
techniques: 

• Extended optimization capabilities that allow analysis of 
data dependencies for better optimization and parallelization
of DO-loops and F90 array language.

• Generation of in-line communication schedules for better 
performance. 

• Message Vectorization—moves communication outside of 
loops to amortize the startup costs of sending messages. 

• Collective Communication—identifies the high-level pattern
of collective data movement, uses collective communication
primitives like broadcast and reduction, and generates effi-
cient send-receive code for special communication patterns.

• Elimination of Redundant Communication—detects and 
reduces redundant communications to increase performance.

• Coarse Grain Wavefronting—exploits pipeline parallelism. 

• Mapping of Scalars—avoids unnecessary replication of 
scalar variables.

• Optimizes nearest-neighbor shift communication. 

• Optimizes statement guards.

Enhancements available to F90 and F77 programs are as 
follows: 

• Aggressive inlining of F90 array language to achieve 
performance comparable to F77 by eliminating unnecessary 
generation and copying of array temporaries.

• Loop structure transformed for improved data locality. 

Common Desktop Environment (CDE)
XL HPF uses a new GUI based on the CDE in AIX Version
4.1.3 or later. CDE integration consists of an HPF application
folder that is integrated within the CDE Application Manager.
The HPF application folder contains icons representing the
HPF tools and applications. 

CDE integration of the HPF tools allows programmers to
invoke the tools in a simple and consistent manner. The CDE
desktop recognizes different types of files using a data type
database. A data type identifies the files of a particular format
and associates them with the appropriate applications. These
associations mean that programmers don’t have to remember
command-line invocations of tools. In most cases, when a
programmer double-clicks on a file, CDE will automatically
launch the correct application to interpret that file’s data.

The HPF application folder contains the following:

• Live Parsing Extensible (LPEX) editor,

• Program Builder,

• Debugger(xldb and pdbx),

• Command-line builder (xxlhpf), and

• HPF on-line documentation.

LPEX Editor
The LPEX Editor is a language-sensitive, fully programmable
editor that supports full F90 and some HPF functions. The
LPEX Editor can be used to create and edit many types of text
files, including program source and documentation. Using
LPEX, developers can

• Use multiple windows to display several documents or to 
display more than one view of the same document,

• Dynamically configure LPEX to be a multiple-window or 
single-window tool,
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• Select a block of text and move or copy it between 
documents, 

• Cut and paste to a shell or other application, and 

• Undo previous changes to a document.

Developers can customize and extend virtually every aspect
of this programmable editor. LPEX is extended through
dynamic link libraries. There is no proprietary extension lan-
guage to learn. With the LPEX API, developers can write
powerful extensions to the editor. In addition, LPEX provides
a rich command language that developers can use to create or
modify editor functions. Using LPEX, developers can

• Define their own fonts and colors,

• Modify the editor action key layout,

• Add menus to perform frequently used commands (menu 
definitions can be applied on a filename extension basis), and 

• Write their own editor commands.

Program Builder
The Program Builder, a makefile generator that interprets XL
HPF, manages the repetitive tasks of compiling, linking, and
correcting errors in program source code. The Program
Builder

• Provides a GUI to simplify the process of setting and saving
compile and linker options,

• Supports error browsing from a list display (selecting a 
compile error in the list will position the programmer at the 
error in the source code within the LPEX Editor),

• Creates a “makefile” that is used by the AIX “make” 
command to construct and maintain programs and libraries, 
and 

• Determines build dependencies by scanning the source code
files for dependency information.

Debugger (xldb and pdbx)
The xldb is a GUI-based, serial full F90 symbolic debugger.
The intuitive GUI allows programmers to control the execu-
tion of the program, examine and modify data (variables,
storage, and registers), and perform many other useful func-
tions.

The xldb debugger provides machine-level and source-level
debugging. It is built around a set of core functions that let
developers quickly and efficiently control execution and ana-
lyze data. With these core functions, developers can

• Display and change variables,

• Display and change storage,

• Display and change the processor registers,

• Display the call stack,

• Add and delete simple and complex breakpoints, 

• Control the execution of multiple threads, and 

• View source code as listing, disassembly, or mixed. 

The pdbx is a parallel dbx debugger provided by Parallel
Environment for AIX Version 2 and can be invoked via the
HPF application folder under CDE. The pdbx debugger pro-
vides debugging support for Parallel Environment jobs. 

Command-Line Builder (xxlhpf)
The xxlhpf is a GUI-based, command-line builder that inter-
prets all options available for XL HPF. It simplifies the pro-
cess of selecting compiler options and helps programmers to
understand what each option does. 

XL HPF Run-Time Environment (RTE) 
XL HPF RTE provides a run-time environment to support
processor communication, HPF library modules, I/O services,
and utilities.

Open Enterprise
The XL HPF compiler was designed according to the HPF
Language Specification Version 1.1 (released by the High
Performance Fortran Forum on November 10, 1994) as under-
stood and interpreted by IBM. XL HPF supports this specifi-
cation with the following exceptions: 

• ENTRY Statement;

• DISTRIBUTE Directive—CYCLIC(N), where N is not 
equal to 1;

• Multiple Processor Arrangements; and

• Internal I/O with subobjects.
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In addition to the subset HPF features, XL HPF also provides
the following additional HPF features for standardized HPF
programming:

• PURE procedures;

• FORALL construct and statement;

• Storage and sequence association, including the 
SEQUENCE directive except for mapping of sequenced 
variables;

• HPF_LOCAL and HPF_SERIAL extrinsic kinds on 
subroutines and functions;

• HPF intrinsic procedures;

• Selected features of the HPF_LOCAL_LIBRARY module 
and HPF_LIBRARY module;

• Substantial support for F90 in HPF programs;

• Fortran 90 (ISO/IEC 1539-1991 and ANSI X3.198-1992);

• FORTRAN 77 (ANSI X3.9-1978 and Full ANSI F77);

• ISO 1539-1980, Programming Language, FORTRAN;

• FIPS PUB 69-1; and

• ANSI/IEEE Standard 754-1985 for binary floating point 
arithmetic.

Why Use XL HPF?
Parallel programming is a solution for programmers to
achieve better throughput to solve complex problems. But
parallel programs are difficult to write and maintain because
there are many different types of parallel architectures and
parallel programming environments. As a result, parallel pro-
grams tend to be non-portable across machines. 

Data parallel programs can be written for RS/6000 SP sys-
tems or clusters of RISC System/6000 systems using XL
Fortran for AIX with explicit message passing calls. This can
be time consuming, error prone, and complicated in nature.

With the availability of the XL HPF compiler, programmers
can write data-parallel applications using a standardized set of
language extensions and directives in their program without
needing to manage explicit message-passing calls. This helps
to increase the productivity of programmers by allowing them

to focus on their application without spending time managing
message-passing calls. In addition, HPF application programs
are machine independent and can be ported to other parallel
computer systems without major effort.

The XL HPF compiler allows programmers to write data-par-
allel programs without explicitly defining the number of pro-
cessors. The HPF executable objects take advantage of the
number of processors specified at execution time because
recompilation of the HPF program is not required. If the num-
ber of processors is defined in the program, then the number
of processors specified at execution time must match the num-
ber of processors defined in the program.

XL HPF exploits the RISC System/6000 processor architec-
tures and is finely tuned to work with Parallel Environment
for AIX by employing state-of-the-art optimization and paral-
lelization technology. 

Bob Boland, wrb@lanl.gov, (505) 667-1729
Computing Group (CIC-7)

Doug Lora, dlora@lanl.gov, (505) 665-3321
IBM / Computing Group (CIC-7)
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Network Operations Center 
Is your computer network on the blink?

Not receiving your e-mail?

Can’t reach the network through your 
dial-up modem?

Want to know how to obtain an IP address
or host name for your computer or 

network device?

Have questions about the Laboratory’s 
computer network backbone infrastructure

(routers, hubs, concentrators, etc.)?

Let the Network Operations Center (NOC) in Network
Engineering (CIC-5) answer your questions. Contact the

NOC at 7-7423 between 7:00 a.m. and 5:00 p.m.
Monday through Friday or by e-mail at noc@lanl.gov

(after hours call 7-4585). 
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Research Library Training

The LANL Research Library provides training for using its specialized databases. Training sessions begin and end at times
indicated below. Classes are free but you must pre-register by calling the Research Desk at 7-5809 or sending e-mail to
library@lanl.gov. Special classes and orientations can also be arranged.

Date Time Subject Matter

11/5/96 1:00 -1:30 p.m. Commercial Information for Patent Applications

11/6/96 1:00 -1:30 p.m. Finding Addresses and Phone Numbers on the WWW

11/7/96 1:00 -1:30 p.m. SciSearch Alerting Service

11/7/96 2:00 - 4:00 p.m. Information Sources on the Internet via WWW

11/12/96 1:00 -1:30 p.m. Federal Regulations on the Internet

11/14/96 1:00 -1:30 p.m. SciSearch at LANL—At your desktop!

11/19/96 1:00 -1:30 p.m. Finding Secret Information (Q-Clearance Required)
(Held in the Report Collection)

11/20/96 11:00-11:30 a.m. MELVYL (U of CA specialized databases)

11/20/96 1:00-1:30 p.m. Finding Addresses and Phone Numbers on the WWW

11/21/96 1:00-1:30 p.m. Search Engines for the WWW

11/21/96 2:00 - 4:00 p.m. Information Sources on the Internet via WWW

11/26/96 1:00-1:30 p.m. Engineering Index—At your desktop!
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11/6/96 8:30 – 12:00 $350 Course #5289

The course provides hands-on instruction to request course enrollment, use the on-line course catalog,

retrieve training transcripts, and assign EDS authorities. The student will learn to create courses, add

students to the courses, and generate several training reports.

11/20/96 8:30 – 12:00 $350 Course #7155

Participants receive hands-on instruction to create and maintain training plans, assign assignment

codes, and generate training plan reports. Attendees must have prior training in the Employee

Development System (course #5289).

11/13/96 1:30 – 3:30 $175 Course #9762

This class is a hands-on class that teaches the participant how to use Eudora software to create, send,

receive, and edit electronic mail messages. In addition to these procedures, the participant will learn

what related settings mean and how to configure the system to meet his or her individual needs.

11/15/96 8:30 – 10:30 $175 Course #11961

Students will receive hands-on training to generate standard reports and make quick queries
from information in the data warehouse, a real-time collection of data tables from Laboratory
financial, time-reporting, and personnel systems.

11/15/96 8:30 – 12:00 $350 Course #11960

Students will receive hands-on training to generate standard financial reports and make on-
line queries from information in the “data warehouse,” a collection of data from Laboratory
budgeting, accounting, and time-keeping systems. 

11/19/968:30 – 12:00 $350 Course #11605

Students will gain a basic understanding of HTML (Hypertext Markup Language), the language for

the World Wide Web. Topics covered will be commands and standards, creating and editing docu-

ments, and authoring programs.

Employee Development
System - Basic
Training (EDS I):

Employee Development
System - Training
Plans (EDS II):

Eudora Electronic Mail 

Data Warehouse
Basics

Data Warehouse/
Financial Reporting

HTML Basics

Date Time Cost Course NumberCourse Title

The Customer Service Group (CIC-6) offers training for users of Laboratory information systems. The
CIC-6 courses offer training for a variety of personnel including property administrators, group secretaries,
training coordinators, budget analysts, group leaders, or anyone needing to access training records, proper-
ty records, costs, employee information, travel, chemical inventories, etc. Refer to the table below and on
the following pages for specific information about courses currently offered.

Course Registration
You must have a valid ICN password before taking any of the courses shown in the table. To register for a
course, call the CIC-6 Training, Development, and Coordination section at 667-9559 or access our Web
page. From the LANL home page, look under “Services/Computing at LANL/Training” or enter the URL:

http://www.lanl.gov:8010/computer-information/cic6/teampage.html

Labwide Systems Training
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December 8:30 – 12:00 $350 Course #11959

Students gain basic understanding of how to create various tables in HTML and new tags in HTML

3.0. Netscape-specific tags are also identified for clarity. Prerequisite: HTML Basics (Course

#11605) or permission of the instructor.

December 1:30 – 3:30 $175 Course #10961

Students gain basic understanding of the Internet and the World Wide Web and the use of Netscape

as a browser to surf the Net. Topics covered are both Laboratory sites and open sites, along with

practical uses of the Internet.

December 1:30 – 5:00 $350 Course #9917

This class provides hands-on instruction for Mac and PC users to use Lotus Notes software to 

create and send E-mail memos; fax documents; search databases; create filters, nicknames, 

banners, and doclinks; set defaults; and use multiple address books. In addition, participants 

learn how to use the memo, meetings, and discussion databases.

December 3:30 – 5:00 $175 Course #9756

Participants will learn to use Netscape software to access Lab-wide information and forms. Using

Jetform Filler software, participants will access, complete, and print forms such as the “ICN

Validation Request,” “Visitor Request for Unclassified Visits to Security Areas,” and “Request for

Quotation.”

11/4/96 1:30 – 2:30 $175 Course #11924

Students will learn to reconcile monthly statement of account, submit reconciled statement of

account for approval, print statement of account for audit records, and delegate reconciliation

authority. Prerequisite: PCS Overview. Call Ruby O’ Rear at 665-4523.

December 8:30 – 5:00 $650 Course #11054

Hands-on training to query data and develop ad hoc, or non-standard, reports from the LANL data

warehouse using Infomaker software.

11/14/96 8:30 – 10:00 $175 Course #11018

The student will learn how to enter attendance, amend attendance, approve attendance, and 

submit exception and approval reports. Time codes and associated policies will also be 

discussed. In addition, the student will learn how to use the Information Manager utility to 

view and print reports.

11/21/96 8:30 – 11:30 $350 Course #12091

Hands-on training to submit and approve travel requests and expenses in the new Travel System

which replaces the TRIPS on-line system and the post-travel expense worksheets.

HTML Tables

Introduction to the
Internet: Beginning
Netscape

Lotus Notes 4.0

On-Line Forms

Purchase Card
System

Reporting with
Infomaker

Time and Effort
System (GUI)

Travel

Date Time Cost Course NumberCourse Title
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Available on Request (5 days) $1200–$1700* 3996

Prerequisite(s): An understanding of and useful skills in a high-level programming language.  A 

current ICN password is required. Topics Include: Introduction and Fundamentals;  Basic Semantic

Constructs - Getting;  Base Level I/O With C;  The Preprocess-Compilation Environment;  Operators,

Data Types, and Storage Classes;  Control Flow Constructs;  Conditional Constructs;  Higher-Level

Data Constructs in C;  File I/O; UNIX Software Tools and POSIX System Calls.

11/18–22/96 8:30–5:00 $1200–$1700* 4777

Prerequisite(s): Useful skills and experience with the C Programming.  A current ICN password is

required. Topics Include: Data Structures, Algorithms, and OOP;  An Advanced Clinic for C ;  The

ANSI C Recommendation X3.159;  C and ANSI C War Stories; The Data Structure and the

Assessment of Algorithms;  Arrays;  Structures;  Unions;  Stacks;  Queues;  Linked Lists;  Recursive

Functions;  Binary Trees;  Hashing;  File Organizations Using the C Runtime Library;  Standard

Interprocess Communication Mechanisms;  and An Introduction and Overview of  AT&T's C++ 3.0.

12/16–20/96 8:30–5:00 $1200–$1700* 9050
2/24–28/97 8:30–5:00 $1200–$1700* 9050

Prerequisite(s): Excellent C Language programming skills. Topics Include: Major Differences and

Additions to ANSI C;  Building C++ Classes;  Introduction to Text I/O with C++;  Function

Overloading;  Single Inheritance;  Virtual Functions;  Multiple Inheritance;  Operator Overloading;

Creating, Initializing and Assigning Objects;  Passing and Returning Objects;  Templates, Parameterized

Functions and Classes;  C++Stream I/O with the File System; and C++ Course Summary.

Available on Request (3 days) $1300-$1800*

Prerequisite(s): General knowledge of Unix system and network administration as well as experience with

sending and receiving Internet electronic mail. Topics Include: Introduction to Using Electronic Mail; Theory

of sendmail Operation; Understanding the sendmail.cf File; Address Rewriting Rules; Debugging sendmail;

Understanding the Function of Sub-Domains in a Complex Mail Network; Setting Up Mail Sub-Domains

and Mail Routing Hubs; Mail eXchanger (MX) Records and Mail Delivery in the Internet; Setting Up the

Domain Naming System; Sendmail 8 - The Next Generation; Automatic Creation of sendmail.cf Files for

Sendmail 8; and Verifying and Debugging sendmail.cf Files Generated by the sendmail Compiler.

C Programming
(Beginning)

C Programming
(Advanced)

C++ for Experienced
Programmers

Managing Internet
Mail: Setting Up and
Troubleshooting
Sendmail and DNS

Date Time Cost Course NumberCourse Title

The Customer Service Group (CIC-6) supports vendor training in technical computing areas such as 
programming languages, system administration, networking, and World Wide Web development tools. The
support provided by CIC-6 can be as limited as providing the appropriate facilities for a specific group or as
extensive as coordinating training functions such as system administration, vendor acquisition, EDS adminis-
tration, and class facilitation. The table below lists classes that are either currently being offered or are avail-
able on request. An expanded list of classes that are potentially available can be viewed on the Internet at

http://www.lanl.gov:8010/computer-information/ComputerTraining/Vendor.html

To request registration in any vendor course or for general assistance with vendor training, please contact
the CIC-Division Vendor Training Coordinator at (505) 667-9399 or send e-mail to cic6-train@lanl.gov.
*Cost per student will vary depending on the total number of students enrolled in the class.

Vendor Computer Training 
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1/21–24/97 8:30–5:00 $1200–$1700 
1/27–30/97 8:30–5:00 $1200–$1700

Prerequisite(s): Familiarity with fundamental programming concepts (data structures, types, con-
trol flow selection, iteration, etc.). Prior experience in systems or software analysis and/or devel-
opment is useful but not required. Topics Include:  Introduction to Object-Oriented Technology;
The Object Model; OOAD Comparisons; Object-Oriented Analysis and Design I and II; Object-
Oriented Analysis and Design Workshop; Object-Oriented Analysis/Design Methodologies;
Object-Oriented Tools; Case Study: Texas Instruments; and Management Issues.

Available on Request (1–3 days) $500–$700/day* 8095/8093

Topics Include: Describes the programming language that occupies the niche between shell
and C Programming; syntax and semantics; data types; operators, control flow, regular
expressions, and I/O facilities;  the Perl debugger.

Available on Request (2–3 days) $500–$700/day*

Prerequisite(s): Programming skills with a light background in Perl and HTML. Topics Include:

On-line Resources; Server Configuration; Permissions; Setuid Issues; Tainting; Safe Perl; Data

Security; OO Programming; Web Modules; CGI Programs; CGI.pm; What Went Wrong?; CGI

Template; Using Forms; Form Template; Input Widgets; Submit Widgets; Reset Widgets; Sample

Form; Password Fields; Text areas; Hidden Fields; Checkboxes; Radio Boxes; Popup Menus;

Lisboxes; Image Maps; Random Links; libwww Modules; Sending Mail; Shopping Carts;

Database Access; and Advanced Topics. 

Available on Request (5 days) $1800–$2300* 7993

Prerequisite(s): Familiarity with using Silicon Graphics IRIS workstations and system administration

procedures on other open system platforms. Topics Include: The Role of the System Administrator;

Set Up and Configuration of an IRIS Workstation or Server; Supporting a Group of  Silicon

Graphics Users; System Security Maintenance; Backups and Recoveries; Configuration of Disk

Drives; System Installation and Application Software; Attaching Terminals and Printers; Modifying

the system Start Up and Shut Down Sequences; Automating Administrative Procedures; and

Performing Basic System Troubleshooting. 

Available on Request (5 days) $1800–$2300* 11690

Prerequisite(s): Completion of Silicon Graphics System Administration (Beginning) course or equiva-

lent knowledge and experience. Topics Include: Networking Fundamentals; Network Configuration;

Network Troubleshooting; Resource Management with Network; Information Services; Domain

Management with Domain Name System; Electronic Mail with Sendmail; Remote File Sharing with

Network File System & Automounter; Network Performance Monitoring; and Network Security. 

Available on Request (5 days) $1800–$2300* 11689

Prerequisite(s): Completion of Silicon Graphics System Administration (Beginning) course or equiv-

alent knowledge and experience. Topics Include: System Error Monitoring; Kernel Reconfiguration

and Debugging; System Monitoring Tools; Process Management; MultiProcessor CPU

Management; Memory Management and Tuning; Swap Management and Tuning; Disk

Management and Tuning; XPS Filesystem Management; and System Security Concepts. 

Object-Oriented
Analysis and 
Design

Perl Programming

Perl Programming
for the WWW

SGI System
Administration
(Beginning)

SGI Network
Administration

SGI System 
Administration
(Advanced)

Date Time Cost Course NumberCourse Title
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Solaris 2.X System
Administration
(Beginning)

UNIX (Beginning)

Windows NT
Workstation 
and Server

Available on Request (5 days) $1600–$2000* 7477

Prerequisite: Knowledge of Unix commands and an editor. Topics include: Custom installation of

Solaris2.X server; Add peripheral devices; Use format utility to display partition information;

Compress and send binary files; Change system run levels; Add startup files for additional ser-

vices; Add and remove software packages; Configure terminals and modems; Administer disks

and file systems; Discuss basic networking concepts; Configure NFS to support the client-server

environment; Use the automounter; Add and remove diskless clients; Back up and restore file sys-

tems; Perform basic recovery and troubleshooting procedures; Configure and administer the NIS+

environment.  

11/18–22/96 8:15–12:00 $738 5267

Prerequisite(s): Familiarity with a UNIX workstation. Topics Include: Overview of the Workstation

Environment; Getting Started; The UNIX File System; Manipulating Files; Customizing Your

Environment; The C-Shell; Editing and Writing with vi; Using the Network; Discussing NFS and

NIS; Using Basic System Status Commands; Startup and Shutdown Procedures; Using tar.

Available on Request (5 days) $1600-$1900*

Prerequisite(s): This course is valuable for personnel who are evaluating or migrating to Windows

NT.  It benefits system and network administrators, other support personnel, programmers, and

users from Windows, Unix, OS/2, or VMS backgrounds. Topics Include: Introduction to

Windows NT; System Overview and Security; Network Configuration Options; Installation;

Server Choices; User Administration and Security; Files and Printers; Built-in Network Support;

Configuration Options; Using Setup; Data and Disk Management; The Registry; Troubleshooting;

and Optimization and Performance.

Date Time Cost Course NumberCourse Title
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Reader Feedback
Feedback helps us to provide a document that responds to the changing needs of its readership. If you have

comments or questions about this publication, please let us hear from you. We have reserved the back of this form

for that purpose. We also accept articles for publication that are of interest to our readers. Contact the managing

editor for more information. This form is also used for new subscriptions, deletions, or changes. Instructions are

on the back. If you prefer to contact us by E-mail, send your comments and/or subscription request to

finney@lanl.gov.
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New Subscriptions, Deletions, and Changes

BITS is published by Los Alamos National Laboratory. If you
would like to be added to or deleted from our mailing list,
please check the appropriate line, complete the form below,
and mail us the form. 

Add my name to the BITS mailing list.

Delete my name from the BITS mailing list.

Change my name/address as indicated below.

Name Date

Address Mail Stop

Group Organization

City State Zip

Phone Number of copies Employee Z#

Feedback
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